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Abstract

Irony as a literary technique is widely used in online text such as Twitter posts. Ac-

curate irony detection is crucial for tasks such as effective sentiment analysis. A text’s

ironic intent is defined by its context incongruity. For example in the phrase “I love

being ignored”, irony is defined by the incongruity between the positive word “love”

and the negative context of “being ignored”. Existing studies mostly formulate irony

detection as a standard supervised learning text categorization task, relying on explicit

expressions for detecting context incongruity. In this paper we formulate irony de-

tection instead as a transfer learning task where supervised learning on irony labeled

text is enriched with knowledge transferred from external sentiment analysis resources.

Importantly, we focus on identifying the hidden, implicit incongruity without relying

on explicit incongruity expressions, as in “I like to think of myself as a broken down

Justin Bieber - my philosophy professor.” We propose three transfer learning-based

approaches to using sentiment knowledge to improve the attention mechanism of re-

current neural models for capturing hidden patterns for incongruity. Our main findings

are: 1) Using sentiment knowledge from external resources is a very effective approach

to improving irony detection; 2) For detecting implicit incongruity, transferring deep

sentiment features seems to be the most effective way. Experiments show that our

proposed models outperform state-of-the-art neural models for irony detection.
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1. Introduction

User-generated texts on social media platforms like Twitter and Facebook often

involve the widespread use of creative and figurative languages like irony and sarcasm.

A text utterance is perceived to be ironic if its intended meaning is opposite to what it

literally expresses. The terms irony and sarcasm are often used interchangeably, despite5

their subtle differences in meaning [1]. Accurate irony detection is important for social

media analysis. For example, failing to detect irony can lead to low performance for

sentiment analysis, since the presence of irony often causes polarity reversal [2]. Also,

irony detection is important for security services to discriminate potential threats from

just ironic comments [3]. In contrast to most text classification tasks, irony detection10

is a challenging task [4] that requires inferring the hidden, ironic intent, which can not

be achieved by literal syntactic or semantic analysis of the textual contents. Indeed the

challenge of irony detection is clearly shown in the sentiment polarity classification

task of Evaluation Campaign of Natural Language Processing and Speech Tools for

Italian (Evalia 2016) [5]. Three independent subtasks are included, namely subjective15

classification, polarity classification and irony detection. The performance for both

subjective classification and polarity classification is over 10% higher than that of irony

detection in terms of F Measure.

According to linguistics research, irony is the incongruity expressed between the

context and statement conveyed in a piece of text [6, 7, 8]. Sentiment polarity contrast is20

a commonly seen form of irony on Twitter [9, 8]. For example in the tweet “I love when

I wake up grumpy”, “love” expresses positive polarity whereas the phrase “wake up

grumpy” expresses negative polarity. The hidden sentiment polarity contrast signifies

the ironic intent of the tweet. Moreover, the extent of irony perception depends on the

strength of the context (“wake up grumpy”) and the strength of the statement (“love”).25

Explicit incongruity refers to contrast from explicit sentiment words as in “I love being

ignored”, where “love” is positive and “ignore” is negative. Implicit incongruity refers

to contrast from phrases expressing implicit sentiment polarity but not using explicit

sentiment words, as in “I love this paper so much that I put in it my drawer”; the phrase

“put in my drawer” implies a negative polarity and forms a contrast with the positive30
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sentiment in “love”.

The task of irony detection is to classify a piece of text as ironic or non-ironic.

Existing studies mostly formulate irony detection as a standard supervised learning

text categorization problem. Approaches to irony detection on Twitter can be roughly

classified into three classes, namely rule-based approaches, classical feature-based ma-35

chine learning methods and deep neural network models. In the literature, rule-based

and classical feature-based machine learning models are proposed for irony detec-

tion (See [10] and [11] for surveys). Recently deep learning models are applied for

irony detection [12, 13, 14, 15, 16, 17] and show better performance than classical

feature-based machine learning models. Among all of the neural network-based mod-40

els, attention-based models are most effective. Apart from standard attention models, a

recent work [18] proposed an intra-attention mechanism for sarcasm detection. Their

model is looking into intricate similarities between each word pair.

Most previous studies do not study context incongruity for irony detection. A few

studies focus on identifying context incongruity for irony detection, but with limita-45

tions. One previous study [9] made use of the pattern of “positive sentiment followed

by negative situation” to detect irony on Twitter. The approach can miss many forms

of context incongruity that do not follow this pattern. Another previous study [8] man-

ually engineered explicit and implicit context incongruity features for irony detection

and still can capture limited context incongruity.50

In this paper we formulate irony detection as a transfer learning task where super-

vised learning on irony labels is enriched with knowledge transferred from external

sentiment analysis resources. Moreover, we focus on the key issue for irony detection

– identifying the hidden, implicit incongruity without explicit incongruity expressions

as well as the explicit incongruity. Our key idea is to transfer external sentiment knowl-55

edge from sentiment resources to train the deep neural model for irony detection. Re-

sources for sentiment analysis are readily available, including sentiment lexica [19] and

sentiment corpora [20]. We propose three sentiment-based transfer learning models

to improve the attentional recurrent neural model for identifying explicit and implicit

context incongruity for irony detection on Twitter. The three models are designed to60

transfer different types of sentiment knowledge. The first two methods are focused
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on transferring hard sentiment attention generated from a pre-defined sentiment cor-

pus, but the hard attention in the first model is treated as an external feature while it is

treated as an extra supervised signal in the second model. The last model is focused on

transferring deep features from the sentiment analysis on Twitter for the irony detection65

task, where features from both tasks are mapped into a common latent feature space.

By comparing these different approaches one can find the most effective way of using

sentiment-based transfer learning for irony detection.

Main contributions of this paper are:

• We find that leveraging sentiment knowledge from rich sentiment resources is an70

effective way to improving irony detection.

• Learning deep features on sentiment tweets corpora and transferring them into

the attention-based neural model is the most effective way to detect both explicit

and implicit context incongruity.

• To our best knowledge, for the first time, we contrast the human-labeled and75

hashtag-labeled datasets for evaluation of irony detection models. We find that

the human-labeled dataset is much more challenging than the hashtag-labeled

dataset and gives a more accurate estimation of the performance for irony detec-

tion models in real applications.

The rest of this paper is organized as follows: In Section 2, we state our research ob-80

jective. In Section 3, we discuss the related work including both conventional methods

and deep learning methods on irony detection. In Section 4, we discuss the shortcom-

ings of using attention-based Bi-LSTM on irony detection. In Section 5, we present the

details of our proposed approaches. In Section 6, we describe the experimental setup

and discuss experimental results, and interpret results with attention-based visualiza-85

tion. In Section 7, we conclude our work.

2. Research Objective

Identifying context incongruity is the key to detect the ironic intent of Twitter posts.

But in the literature, automatic sarcasm/irony detection is commonly formulated as a
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supervised learning classification task. Given a collection of tweets annotated as either90

ironic or non-ironic, a classification model is trained on the annotated tweets’ collection

and is then applied to predict the label of unseen tweets. For instance, most previous

works do not extract patterns of the context incongruity or provide a clear reasoning on

detecting the context incongruity, especially when using deep learning models.

Although the irony intent is mainly expressed by incongruous sentiment between95

the context and the statement, the limited annotated resource is a barrier for a model

to fully detect those sentiment patterns given the extremely various sentiment patterns

available in human languages. On the other hand, sentiment resources are widely and

readily available, which could be leveraged for irony detection. We formulate irony de-

tection as a transfer learning task where supervised learning on irony labels is enriched100

with knowledge transferred from external sentiment analysis resources. Specifically,

our research objective is to address the following two research questions:

• How to transfer different types of sentiment knowledge for irony detection?

• How to effectively use the transferred knowledge to detect the context incon-

gruity, especially the implicit context incongruity?105

3. Related Work

Approaches to irony detection on Twitter can be roughly classified into three classes,

namely rule-based approaches, classical feature-based machine learning methods and

deep neural network models. Rule-based approaches generally rely on linguistic fea-

tures such as sentiment lexicon or hashtags to detect irony on Twitter [21, 4, 22]. Twit-110

ter uses hashtags to invert the literal sentiment in tweets [21]. The most popular hash-

tags for indicating irony include #irony, #sarcasm and #not [22]. The use of hashtags

like “#sarcasm”, is believed to be a replacement of linguistic markers such as excla-

mations and intensifiers.[23] Classical feature-based machine learning approaches use

hand-crafted features [1] for irony detection, such as sentiment lexicon, subjectivity115

lexicon, emotional category features, emotional dimension features or structural fea-

tures.
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In recent years, deep learning-based approaches have been applied to irony detec-

tion, where (deep) features are automatically derived from texts using neural network

models. Using the similarity score between word embeddings as features has shown an120

improvement for irony detection [13]. A convolutional neural network (CNN) was pro-

posed in [12] for irony detection, which uses a pre-trained convolutional neural network

for extracting sentiment, emotion and personality features for irony detection. There

are also several studies that use CNN-LSTM structures [24, 17] for sarcasm detection.

Another interesting work focuses on detecting rhetorical questions and sarcasm using125

CNN-LSTM also, but with an additional fully connected layer used for the purpose of

taking Linguistic Inquiry and Word Count (LIWC) features [15]. These existing stud-

ies use the convolutional network to automatically derive deep features from texts for

irony detection. Results of these deep learning approaches are generally better than

classical feature engineering-based approaches.130

Recently attention-based recurrent neural networks (RNNs) were proposed for irony

detection [16, 25, 14] and other NLP tasks [26, 27, 28]. The self-attention mechanism

is not directly targeted to identify context incongruity. One of the previous work [25]

studied emotion, sentiment and sarcasm prediction, where the attention mechanism is

not particularly used to detect context incongruity. Another previous work [16] stud-135

ied irony detection for replies in social media conversions. The sentence-level atten-

tion mechanism is used to identify more informative sentences in conversations that

trigger sarcasm replies. In addition, a previous work [14] focused on irony detec-

tion in tweets and employed the standard attention mechanism. However, the standard

self-attention mechanism often generates attentions for only partial texts forming the140

context-statement contrast and thus fail to detect the context incongruity (More de-

tails in Section 3). A recent work proposed a neural network with intra-attention for

sarcasm detection on social media, which is focusing on intricate similarities between

each word pair in sentence [18]. Almost all of the previous work are using a hand-

ful human-labeled ironic tweets for training, however, pattern recognition for detecting145

irony is so complex and difficult that a considerable size of the dataset is needed. As

it is costly to build a large annotated dataset for training a high-performance model,

transfer learning with sufficient sentiment resources seems to be at hand as an alterna-
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tive.

Irony detection via identifying context incongruity has been reported in the litera-150

ture, but the proposed solutions very much rely on manually engineered patterns and

features. In one of the previous work [9], sarcasm is identified via a pattern of “positive

sentiment followed by negative situation”, and a bootstrapping algorithm (originated

from the word “love”) to automatically learn phrases corresponding to the positive sen-

timent and negative situation respectively. In [8], four types of manually engineered155

features including lexical features, pragmatic features, implicit incongruity features

and explicit incongruity features are used to train a model for irony detection. It must

be noted that although irony detection needs to detect sentiment incongruity, it is differ-

ent from detecting sentiment shift [29], where words and phrases change the sentiment

orientation of texts as in “I don’t like this movie”.160

Existing studies [12] that use sentiment analysis resources for irony detection lacks

a principled approach of transferring the sentiment analysis knowledge. In [12], a com-

prehensive set of features, including sentiment, emotion and personality features, are

extracted from sentiment analysis resources for irony detection. The model combines

all features before the prediction layer in the neural network, which makes it unclear165

whether the sentiment features benefit detecting context incongruity or irony detection.

In contrast, our work does not only use sentiment knowledge but also consider the rea-

soning how and why we incorporate them in a neural network. Specifically, we devoted

to using sentiment knowledge and resources with reasoning and visualization-focused

interpretation to show how our models detecting context incongruity.170

4. Attention-based Bi-LSTM (Bi-LSTM)

In this section, we introduce attention-based Bi-LSTM for the sake of understand-

ing our proposed models. Recurrent neural networks (RNNs) are designed to process

sequences. The Long Short-Term Memory (LSTM) is a commonly used RNN unit

proposed by [30] to overcome the gradient vanishing problem. In terms of the network175

architecture, the Bidirectional LSTM [27] is widely used, which has two layers of

LSTM reading sequences forward and backward respectively. The output of Bi-LSTM

7



Figure 1: Sentiment Attention Bi-LSTM models. AABi-LSTM: model combines the hard sentiment atten-

tion with the learned soft attention. SABi-LSTM: model treats the hard sentiment attention as a supervised

signal.

is a concatenation of forward and backward returned sequences:

hi = [
−→
h i ‖

←−
h i] (1)

In the attention-based Bi-LSTM, H=[h1, h2, ..., hi] is a matrix consisting of output

vectors produced by the Bi-LSTM, where i is the time step. The representation r of a180

tweet is formed by a weighted sum of these output vectors:

M = tanh(H) (2)

α = softmax(ωTM) (3)

r = HαT (4)

h∗ = tanh(r) (5)

At prediction, we use softmax to predict ŷ for a tweet. The goal of training is to185

minimize the cross-entropy error between the true label yi and the predicted label ŷi:

ŷ = softmax(Wh∗ + b) (6)

loss1 = −
∑
i

∑
j

yji log ŷ
j
i (7)
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In equation (3), the vector α is the attention vector.

Bi-LSTM often fails to capture words and phrases crucial for building the ironic

intent. This may be possibly due to the inherent difficulty of the task and limited190

annotated training instances.

Figure 2: Examples of attention generated by the standard attention-based Bi-LSTM; the luminance of blue

represents the attention value of each word.

As shown in Fig. 2, with the first tweet “someone needs stop me before kill some-

one § love waking up in the worst fcking mood”, Bi-LSTM only put strong attention

on “loving waking” that indicates positive sentiment, and as a result failed to detect the

negative sentiment expressed by “the worst fcking mood”.195

The failure of the standard attention mechanism for detecting context incongruity

is possibly caused by the inherent difficulty of the task and only relying on the irony

labels, which are limited. Moreover, LSTM even with attention can only learn the long

dependences of the context. To detect context incongruity, we need to use external

sentiment resources. In the next section, we describe our approach of enhancing the200

attention mechanism with sentiment knowledge transferred from the readily available

resources for sentiment analysis.

5. Sentiment-based Transfer Learning for Irony Detection

Transfer learning is an important machine learning technique that takes advantages

of the knowledge from solving one problem to solve other related problems, which can205

overcome the burden of limited human-labeled resources. Learning deep features or

abstract representation of input is the advantage of deep learning used with transfer

learning [31]. Transfer learning based models are particularly useful for cross-domain

tasks. Especially when a target domain has very limited data, there is a need to train
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a high-performance model using data in a source domain where data can be easily210

obtained [32]. Feature transformation can be completed by re-weighting a layer in the

source domain to more closely match the target domain [33], or by mapping features

from both source domain and target domain into a common latent feature space [34].

In our scenario, since detecting irony on Twitter is based on incongruous sentiment

between the statement and the context, knowledge learned from the resources used for215

sentiment analysis will be incorporated into detecting irony. Sentiment analysis re-

sources are widely available, including sentiment word corpora[35, 36] and sentiment

tweets corpora[37, 38]. In order to improve the attention mechanism on detecting con-

text incongruity, we propose our methods that are transferring sentiment knowledge

from external resources, such as sentiment words corpora and sentiment Twitter cor-220

pus [19, 35, 36], as additional resources to enrich the limited human annotated ironic

tweets. The challenge is how to represent and incorporate the sentiment knowledge

into the attention mechanism for irony detection.

In order to incorporate two different types of sentiment resources into irony detec-

tion, namely sentiment word lexica and sentiment tweets copra, we propose different225

models to transfer different sentiment knowledge. The first two models are incorpo-

rating sentiment word lexica, where the sentiment-based hard attention is generated

to strengthen the attention distribution on sentiment parts, but with different methods.

The major difference between them is how the sentiment-based hard attention being in-

corporated. In the first model, the sentiment-based hard attention is treated as a feature230

while it is treated as a supervised signal in the second model. Being different from our

first two models, our third model is proposed to detect context incongruity using the

transferred deep features from the model learned on sentiment Twitter corpus instead

of using the sentiment-hard attention.

5.1. Sentiment-Augmented Attention Bi-LSTM (AABi-LSTM)235

With the first model, the readily available sentiment word corpora [19, 35, 36]

is used as additional resources to generate a sentiment distribution, which then will be

treated as an hard attention and transferred into the soft attention mechanism in order to

push the attention-based model to focus on context incongruity. In particular, our model

10



incorporates not only the polarity but sentiment strength into the attention mechanism240

to capture the strength of incongruity in tweets, based on the linguistic principle of “the

extent of irony perception depends on the strength of context and statement” [6, 7].

In our model AABi-LSTM as shown in Fig. 1, we first construct a sentiment hard

attention based on the sentiment of each word. The sentiment scores of each word

are generated by using pre-defined sentiment corpora. For a given tweet, the sentiment245

distribution [α∗
1, α

∗
2, α

∗
3, ..., α

∗
i ] is generated by applying softmax on absolute sentiment

scores of each word [S1, S2, S3, ..., Si]. Then, we transfer this sentiment hard attention

into the attention-based model to enhance the attention to the sentiment part of a tweet.

In our first proposed mechanism, the sentiment attention vector is added to the learned

attention vector in the network, which results in directly strengthening the attention of250

the network on the sentiment part:

α∗ = softmax(|S|) (8)

r = H(α⊕ α∗)T (9)

5.2. Sentiment-Supervised Attention Bi-LSTM (SABi-LSTM)

In order to detect the complete contextual incongruity, we further propose to take

advantage of the widely available sentiment Twitter corpora [38, 37] to improve the255

attention mechanism in a supervised manner so as to capture the complete context for

incongruity. With our second model sentiment-supervised attention Bi-LSTM (SABi-

LSTM), we learn the abstract representation of polarity embedded in expressions with-

out sentiment words and transfer these learned features into irony detection model for

learning context incongruity.260

As shown in Fig. 1, SABi-LSTM includes a sentiment attention mechanism that

uses the sentiment hard attention in a supervised manner, which provides an alternative

supervised signal to let the model learn features and attentions with reinforced atten-

tions on sentiment parts. Technically, the attention value is used as an output of the

model apart from class prediction, which will be then used in supervised training with265

sentiment hard attention as the true label. In order to let the network’s attention be

close to sentiment distribution, another loss function is defined to minimize the cosine
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Figure 3: Sentiment transferred model (STBi-LSTM): has two training steps. 1. The sentiment Bi-LSTM is

firstly trained on a sentiment corpus. 2. Two Bi-LSTMs are trained together on an irony corpus, but with the

weight of sentiment Bi-LSTM frozen.

distance or (1 − Cosine Similarity) between attention distribution and sentiment

distribution, as follows:

loss2 = 1−
∑T

i=1 αiα
∗
i√∑T

i=1 α
2
i

√∑T
i=1(α

∗)2i

(10)

270

loss = loss1 + λ ∗ loss2 (11)

λ is a hyper-parameter to adjust loss2 when updating neural network.

5.3. Sentiment Transferred Bi-LSTM (STBi-LSTM)

The previous two proposed models are transferring sentiment hard attention. Our

third proposed method illustrated in Fig. 3 is designed to transfer deep features from

sentiment analysis into irony detection for learning both explicit and implicit context275

incongruity. Our model consists of two Bi-LSTMs. one of Bi-LSTM acts as the sen-

timent feature extractor, while another one is the irony detector. The training process

contains two parts. Firstly, the sentiment Bi-LSTM is trained on a readily available

Twitter sentiment corpus, and then the weights of Bi-LSTM are kept frozen. In the
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Table 1: Datasets

Ironic vs. Non-ironic Annotation

Reyes13 10,000 vs. 10,000 #irony vs. #education, #humor, or #politics

Barbier14 10,000 vs. 10,000 #irony, #sarcasm vs. #eduation, #humor, etc.

Ptacek2014 48890 vs. 18889 #sarcasm for sarcastic tweets

Riloff2013 1600 vs. 1600 manual

Moh2015 532 vs. 1397 manual

SemEval2018 2,396 vs. 2,396 manual

second part of the training, a tweet will be given to both Bi-LSTMs. The sentiment Bi-280

LSTM (or the sentiment feature extractor) outputs deep features that are about words

with the implicit and explicit sentiment, and the second model firstly learns semantic

features for the context. Both features are then mapped into a common latent feature

space at Merger layer, and features on incongruous context are learned by the attention

layer and the fully connected layer of the second Bi-LSTM. In terms of the mathemati-285

cal operation of incorporating transferred deep features at Merger layer, it concatenates

deep features from sentiment Bi-LSTM and the second Bi-LSTM before the attention

mechanism:

Hmerged = [Hsemantic ‖ Hsentiment] (12)

6. Experiments

We next discuss the experiment setup, including baselines and datasets, and then290

report results. We also report on results of error analysis for our models.

6.1. Baselines and datasets

We compared our models against deep learning-based irony detection models as

well as representative conventional feature-based models.

• Bi-LSTM: Attention-based Bi-LSTM structure has been employed for irony de-295

tection in conversations and for learning representations for irony detection in
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the literature [25, 16]. We implemented the network for our task and our imple-

mentation is based on the popular structure in [27].

• CNN-LSTM: Our implementation closely followed the architecture in [24]. It

has three different neural network layers, a convolutional layer followed by 2300

LSTM layers and a fully connected layer with the same hyper-parameter settings.

• LSTM: The model proposed in [14] is an attention-based LSTM for irony detec-

tion on Twitter.

• CNN: The Convolutional network [39] is widely used for classification prob-

lems.305

• [9], [8] and [1] are classical feature-based irony detection models. Especially [9]

and [8] are representative models focused on context incongruity.

Several datasets are widely used in the irony detection literature. There are two

approaches to annotate sarcasm. Some datasets are automatically annotated by using

sarcasm hashtags #irony, #sarcasm and #not. Other datasets are manually annotated by310

humans.

• Reyes2013 [40], Barbieri2014 [41] and Ptacek2014 [42] are datasets automati-

cally annotated by hashtags. The sarcastic tweets and non-sarcasm classes are

annotated by hashtags as shown in Table 1. Each pair of sarcasm and non-

sarcasm class of tweets form a dataset for evaluating irony detection.315

• Riloff2013 [9], Moh2015 [43] and SemEval2018 [44] are manually annotated

Twitter datasets. SemEval2018 is the official dataset used for SemEval 2018

Task 3 (Irony detection in English tweets). Statistics of the datasets are shown in

Table 1.

For each dataset, we randomly split it into 80% for training and 20% for testing,320

except SemEval2018 using official training and testing splits. The parameters are tuned

on 10% random portion of the training data. For a fair comparison, following the
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literature, macro average F1 was used as the evaluation metric, except SemEval2018

where the binary F1 was adopted.

For data preprocessing, we chose a customized Twitter tokenizer from the Natural325

Language Toolkit (NLTK) 1. The word embeddings for all models have been initial-

ized with pre-trained Glove [45] word vectors with 300 dimensions. The word-level

sentiment scores are generated by NLTK with the help of a sentiment analysis tool

VADER [36], which is designed for sentiment analysis of social media data, especially

Twitter. Another great advantage of VADER is that it not only provides the polarity of330

words, but also gives the sentiment strength of words. Also, we adopted a sentiment

emoji corpus [20]. The sentiment corpus for transfer learning used in our STBi-LSTM,

is built based on two sentiment corpora used in SemEval 2017 Task 4 [37] and Se-

mEval2015 Task 11 [38]. The hyper-parameters are selected using a grid search. The

best dimensions of hidden states for all variants of Bi-LSTMs in our grid search is 200.335

6.2. Evaluation

Table 2: Results (F1) for Irony detection on hastag-annotated datasets

Reyes2013 Barbier2014 Ptacek

2014

edu hum pol edu hum pol news

Bi-LSTM 94.01 95.54 96.32 94.12 94.86 98.62 96.24 83.12

CNN-LSTM 92.04 92.73 93.33 93.15 94.78 97.48 96.10 81.00

LSTM 92.30 89.50 89.00 94.03 94.23 97.56 96.11 82.86

CNN 93.35 93.44 94.66 94.12 95.53 98.31 96.28 81.23

AABi-LSTM 94.23 95.56 96.42 94.92 95.73 98.18 96.91 83.02

SABi-LSTM 94.65 95.82 96.15 94.21 95.16 98.34 96.41 84.00

STBi-LSTM 94.69 95.69 96.55 94.95 96.14 98.62 96.92 84.20

[1]∗ 90.00 90.00 92.00 90.00 92.00 94.00 96.00 82.00
*As reported in the relevant papers.

1https://www.nltk.org/
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In order to have a clear idea about how the models perform on datasets that used

different annotation strategies, we chose to report the experiment results in two separate

tables. Table 2 reports the experiment results on datasets that were hashtag-annotated or

has been labeled by using specific hashtags, such as #ionry or #sarcasm. Table 3 reports340

the experiment results on datasets that were annotated by crowdsourcing platforms or

human.

According to Table 2, it is obvious that irony detection on hashtag-annotated datasets

is not difficult since most models have achieved very promising results almost across

every dataset involved in this work. Compared with the dataset in Reyes2013 and345

Barbier2014, the dataset Ptacek2014 seems more difficult, which have had a signifi-

cant drop (around 10%) on performance for all of the models. The imbalanced classes

of Ptacek2014 (18889/48890) is the major factor that highly affects the performance.

Additionally, it is clear that neural models are much better than traditional machine

learning models, such as feature engineering with SVM [1].350

Table 3: Results (F1) for Irony detection on manually annotated datasets

Riloff2013 Moh2015 SemEval2018

Bi-LSTM 73.57 58.31 64.15

CNN-LSTM 70.56 59.22 61.16

LSTM 72.17 57.16 63.66

CNN 74.75 57.71 62.03

AABi-LSTM 75.39 61.54 64.28

SABi-LSTM 74.63 59.37 65.33

STBi-LSTM 77.85 63.70 67.55

[9]∗ 51.00 - -

[8]∗ 61.00 - -

[1]∗ 73.00 66.00 -

SemEval2018 Top 3 - - 70.54 / 67.19 / 65.00

*As reported in the relevant papers.

Table 3 presents experiment results on human annotated datasets. In general, attention-
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based models work better than other models including other neural models and conven-

tional machine learning methods.

On dataset Riloff2013, the proposed three models all achieved better results than

the baselines, especially our third proposed model achieved the best result which has355

about 4% improvement over the Bi-LSTM.

Figure 4: Examples of attention distribution on ironic tweets from Moh2015. Tweets in red are incorrectly

classified. Attention are generated by our model STBi-LSTM.

Figure 5: Differences of attention distribution among attention-based models

In our experiments, results on dataset Moh2015 are the worst, which is not only

because of the relatively small size of the dataset (1397 non-ironic tweets and 532

ironic tweets), but also because of the type of irony expressed in this dataset. This

dataset was collected using hashtags related to the “2012 US presidential election”, so360

that most of the ironic tweets are either situational irony or ironic utterance related to

named entity or external knowledge.

For example, in Fig. 4, in order to detect irony expressed by those tweets, a model

has to have the knowledge of named entity, such as “Obama” and “Romney”, or back-

17



Figure 6: Examples of attention distribution learned by STBi-LSTM

ground knowledge of the tasked event “2012 US presidential election”. However, our365

model (STBi-LSTM) is still able to capture most of the words or phrases with senti-

ment meaning. The dataset used by SemEval 2018 Task 3 “irony detection in English

tweets” is another difficult task. Our proposed models have achieved better results

than other baseline neural models, and our results are close to the top 3 in the official

rank [44]. The best F1 score is achieved by our third proposed model STBi-LSTM and370

it is better than the result of the second team in the official rank.

6.3. Discussion

We first discuss how our models improve the attention mechanism for detecting

contexts for sentiment contrast. We further discuss how our third proposed model

(STBi-LSTM) learns the contexts for explicit and implicit incongruity.375

Fig. 5 presents an ironic tweet that has differently learned attention by our models

and Bi-LSTM. Generally, Bi-LSTM is able to detect some of the words with sentiment

meaning, but it seems often fail to detect the full context for incongruity. For example,

in the first example of Fig. 5, it spreads very high attention on phrase “love waking up”

expressing the positive sentiment, but with very tiny attention on phrase “worst fcking380

mood” which is the negative situation of this ironic tweet. In contrast, our proposed

models all have more attention on “worst fcking mood”. Most importantly, without

using an explicit lexicon, our third proposed model STBi-LSTM is still able to detect

both parts of context incongruity and spread balanced attention on both.

With the transferred deep features from the sentiment model, the STBi-LSTM per-385

forms very well, especially on detecting sentiment based context incongruity. We se-

lected several examples of attention learned by STBi-LSTM in Fig.6. In this figure, the
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first two tweets are examples of explicit context incongruity. “love” versus “ignored”

is the key sentiment contrast in the first example, while “excellent day” versus “§”

is the sentiment contrast in the second example. In order to show the ability of our390

models on detecting implicit context incongruity, we picked two example tweets from

the dataset. In Fig.6, the third tweet is ironic about the sound of laptop speaker, and

the irony is expressed by contrasting two situations, which are “quiet for music” and

“loud for porn”. Each of these two phrases does not have the explicit sentiment until

they are in a contrasting context, and our model has successfully identified most key395

patterns for building the implicit context incongruity. The last example has two named

entities as the context incongruity, which does not really have sentiment meaning until

our model pass the learned sentiment knowledge to them. Both “Justin Bieber” and

“philosophy professor” appear a few times in our sentiment training corpus, and tweets

with “Justin Bieber” are more likely to be negative while tweets with “philosophy pro-400

fessor” are more likely to be positive. Even though both named entities do not have

sentiment meaning in general, the supervised sentiment training can embed an implicit

sentiment via deep features. With the implicit sentiment features learned in sentiment

training, our irony model STBi-LSTM successfully detects the context incongruity at

the second stage of learning.405

Figure 7: Examples of mistakenly classified tweets (ironic tweets have been classified as non-ironic): tweets

in the left column are chosen from the SemEval2018 test data, tweets in the right column are their original

version where all hashtags are kept. (The luminance of red represents the attention value of each word paid

by our STBi-LSTM model).

6.4. Limitations

Our models can only detect irony based on the self-contained contents in tweets. In

order to understand the what our models miss on irony detection, we provide several
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mistakenly classified examples with their original version of text content in Fig. 7. In

ironic tweets, hashtags such as #irony, #sarcasm and #not are often used to indicate the410

irony intention. When these hashtags are removed for learning a more general model,

it is hard to imagine that even humans can classify such tweets as ironic. For example,

the second and third examples, none of them carry the irony sense when the hashtags

“#sarcasm” and “not” are removed.

Some irony can only be inferred from the conversational context. As a result, when415

the complete conversational context is not available, it is even hard for a human to find

the irony utterance [9, 16]. In our examples, the second and third tweets are more likely

coming from a conversational context where the authors of these tweets wrote them to

express ironic intent. In the first example, our model successfully detected the positive

sentiment “feel great”, but failed to detect the negative situation “4 hours of sleep”.420

7. Conclusion

In this paper, we studied the problem of irony detection on Twitter. Context in-

congruity is a commonly seen form of irony on Twitter, where the contrast between

the positive statement and the negative context is the common form of context incon-

gruity. We proposed to employ transfer learning and attention-based neural network to425

identify context incongruity for detecting irony. The most challenging part for train-

ing a good automatic irony detection model is the limited human labeled dataset. In

contrast with irony detection, sentiment analysis has sufficient resources, such as pre-

defined sentiment lexica and human annotated corpora. We proposed our models to

take advantage of these widely and readily available sentiment resources to improve430

the ability of attention-based model on detecting context incongruity. With incorpo-

rating transferred sentiment, our models are able to detect both implicit and explicit

context incongruity at most times. Experiments show that our three proposed senti-

ment attention mechanisms result in better performance than the baselines including

several popular neural models for irony detection on Twitter.435
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